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This is a draft of a paper to be submitted to a festschrift volume for Yuri Gurevich. The
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stable. I welcome your comments. ['m a little bit late with the draft, so if you get a

Abstract

This paper is a contribution to natural logic, the study of logical systems for linguistic
reasoning. We construct a system with the following properties: its syntax is closer to that
of a natural language than is first-order logic; it can faithfully represent simple sentences
with standard quantifiers, subject relative clauses (a recursive construct), and negation on
nouns and verbs. We also give a proof system which is complete and has the finite model
property. We go further by adding comparative adjective phrases, assuming interpretations
by transitive relations. This last system has all the previously-mentioned properties as well.

The paper was written for theoretical computer scientists and logicians interested in
areas such as decidability questions for fragments of first-order logic, modal logic, and
natural deduction.
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1 Introduction

Q: Hello, I'm wondering if you can help me.

A: Sure, but who are you? Your manner is familiar, but I don’t recognize your face. I think I
need an Introduction.

Q: Well, my name is Quisani, and ...

A: Quisani! It’s a pleasure to meet you. I almost feel that I know you already, since I've been
following your discussions with Yuri Gurevich for so many years. What brings you here?

Q: I have heard that there is a resurgence of interest in logical systems that deal with inference
in natural language. Is this so? And can you explain a bit of it to me, an open-minded theoretical
computer scientist?

A: This is a tall order of business for a short chat, but I’ll try. It is true that there has been
activity in the last few years that could be of interest. Once area coming from Al and natural
language processing has been concerned with getting programs to carry out the inferences from
text that people do, or usually do, when they read some text. This is an active area with
connections to Information Extraction. But there is not much logic there, at least not yet.
Another area, one probably closer to your interests, has been an exploration of fragments of
natural language that correspond to complexity classes. This work has been carried out by Ian
Pratt-Hartmann [14, 15]. T think it could be interesting to complexity theorists. And then there
is the matter of giving logical systems in which one can carry out as much simple reasoning in
language as possible. This has been going on for some time: see van Benthem [1] for example,
for one early reference close to the area of work that I am thinking about.

Q: But surely the general problem is undecidable. Actually, when I think about matters
like vagueness, incomplete sentences, failures of reference, figurative language, and more and
more problems ..., I'm not even sure it makes much sense to talk about what you call “simple
reasoning in language”.

A: To quote your teacher [8] on the Entscheidungsproblem,

The ambitious attempt to mechanize mathematics via a decision algorithm for first-
order logic failed. Does this mean that the field should be abandoned? Of course
not. One should try to see what can be done. It is natural to try to isolate special
cases of interest where mechanization is possible. There are many ways to define
syntactic complexity of logic formulas. It turns out that, with respect to some
natural definitions, sentences of low syntactic complexity suffice to express many
mathematical problems. For example, many mathematical problems can be formu-
lated with very few quantifier alternations. The decision problem for such classes
of sentences is of interest.

If we replace “mathematics” by “language”, and “mathematical problems” by “simple natural
language arguments,” you’ll get my point.

Q: All right, I would like to know more about this. But first, could you please give me an
example of some non-trivial inference carried out in natural language?

A: Sure, I'd be happy to. Let’s say we're talking about a big table full of fruit. (He writes on
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the board.)

Every sweet fruit is bigger than every ripe fruit

Every pineapple is bigger than every kumquat

Every non-pineapple is bigger than every unripe fruit

Every fruit bigger than some sweet fruit is bigger than every kumquat

(1)

I say that if we assume (or believe, or know) all the sentences above the line, then we should
do the same for the sentence below the line.

“non-pineapple” ?! I thought this was supposed to be natural language.

Take it as a shorthand for “piece of fruit which is not a pineapple”.

Ok, I get it. But is everything either a pineapple or a non-pineapple?

You bet. You’ll need to use this when you convince yourself that (1) is valid.

Do I need to use anything else?

2o o »0

Yes, you need to know that bigger than is a transitive relation.

Q: T'll have to think about the reasoning. But anyhow, why don’t you just type (1) into a
theorem prover? It is in first-order logic. More precisely, it translates easily into FOL.

A: T'd rather translate to a decidable system, such as one of the ones in The Book [2]. The full
expressive power of first-order logic does not seem appropriate either to modeling how people
reason, or to getting a computer to carry out the reasoning in examples like (1).

Q: Well, looking more carefully, I can see that your argument can be translated into the
two-variable fragment FO?. Then it really would fit into a decidable logic, by Mortimer’s
Theorem [12].

A: Not so fast. Although what I wrote translates to FO?, the fact that bigger than is transitive
means that we go beyond it. As you know, three variables is enough to have undecidability.
You might try to study FO? on transitive relations, but this too is undecidable [7].

Q: But are there other logics that are on the one hand big enough to express the sentences in
(1) and yet are decidable?

A: Yes, there is at least one that I can think of: Boolean modal logic, again with the stipulation
that the semantics lives on transitive relations. This is known to be decidable [10].

Q: I thought that modal logic was about possible worlds, that sort of thing. It’s hard to see
why it’s rearing its ugly head here. But again, I ask: if this Boolean modal logic is so great,
why not translate (1) into it, and be done with it?

A: If I was only interested in the complexity of the example, or similar ones, then I'd agree.
But with my logical baggage, I mean background, I feel that I should be looking for general
principles and not just algorithms and complexity results. Think about Aristotle. As it happens,
his system can be reformulated a little, and it turns out to be complete. But do you think he
would have been happy if someone came and told him to forget the syllogisms because they
had an algorithm to tell whether a conclusion followed, without telling him the reasons?

Q: Aristotle, ..., hmm. You know, I once heard that the three greatest logicians of all time
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are Aristotle, Frege, and Gddel. I know a bit about the last two, but I have almost no idea
what Aristotle did. Something about all men are mortal?

A: Aristotle raised the matter of inference in the first place, with no precedent. And then for
the fragment he was concerned with he provided a complete answer. I can’t imagine a bigger
project.

Q: I can see that you're really taken with Aristotle. But okay, let’s go back to what’s on the
blackboard (1). Do you have a logical system in which we can prove (1), and which is still
decidable?

A: Yes. Want to see it?

Q: Sure, but before you start in, I have a last question. You started out mentioning that there
is some interest in natural logic from people in much more applied areas of computer science.
Are they going to be interested in logical systems for cases like (1), the kind of thing that you
are going to show me?

A: Probably not. Presumably they would be much more interested in an algorithm that worked
quickly and correctly on 90% of the real-world inferences that come up in practice, than on a
logical system that was complete in the logician’s sense but was only good for a small amount
of real-world inference. On the other hand, knowing what a complete system looked like could
be an inspiration, or at least a comfort.

Q: Can you give me an example? Something that a logical system is not likely to get, but
which is an inference from text in the sense of current work in computational linguistics?

A: (Again writing on the board.)

Frege's favorite food was sushi
Frege ate sushi at least once

Q: Are you sure you don’t mean Russell?
A: Nearly everyone would agree to (2), but almost nobody will get (1) on their own.

Q: Yes, but real-world knowledge ... this is just not my cup of tea. Actually, formal systems
and completeness proofs are not really my cup of tea either, but I'm curious enough to want to
see yours.

A: Speaking of tea, can I show you the logical system for (1) and related matters over a cup?

Q: Sure, but now that you bring up eating, I’d prefer sushi and pineapples.

2 Logic for a Fragment L with Set Terms and Negation

There are only two languages in this paper (actually they are families of languages parameterized
by sets of basic symbols): the language L of this section, and extended L(adj) studied in
Section 3. L is based on three pairwise disjoint sets called P, R, and K. These are called
predicate symbols, relation symbols, and constant symbols.
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Expression Variables | Syntax
unary atom D, q
binary atom | s

constant 7, k

unary literal | [ p|p

binary literal | r s | s

set term b, ¢, d ] 3e,r) | Y(er)

sentence ©, P V(e,d) | e, d) | e(g) | v, k)

Figure 1: Syntax of sentences of L.

2.1 Syntax and semantics

We present the syntax of £ in Figure 1. Sentences are built from constant symbols, unary and
binary atoms using an involutive symbol for negation, a formation of set terms, and also a form
of quantification. The second column indicates the variables that we shall use in order to refer
to the objects of the various syntactic categories. Because the syntax is not standard, it will be
worthwhile to go through it slowly and to provide glosses in English for expressions of various
types.

One might think of the constant symbols as proper names such as John and Mary. The
predicate symbols may be glossed as one-place predictates such as boys, girls, etc. And the
relation symbols correspond to transitive verbs (that is, verbs which take a direct object) such
as likes, sees, etc. They also correspond to comparative adjective phrases such as is bigger than.
(However, later on in Section 3, we introduce a new syntactic primitive for the adjectives.)

Unary atoms appear to be one-place relation symbols, especially because we shall form
sentences of the form p(j). However, we do not have sentences p(x), since we have no variables
at this point in the first place. Similar remarks apply to binary atoms and two-place relation
symbols. So we chose to change the terminology from relation symbols to atoms.

We form unary and binary literals using the bar notation. We think of this as expressing
classical negation. So we take it to be involutive, so that p = p and 5 = s.

The set terms in this language are the only recursive construct. If b is read as boys and s
as sees, then one should read V(b, s) as sees all boys, and 3(b, s) as sees some boys. Hence these
set terms correspond to simple verb phrases. We also allow negation on the atoms, so we have
V(b,5); this can be read as fails to see all boys, or (better) sees no boys or doesn’t see any boys.
We also have 3(b,3), fails to see some boys. But the recursion allows us to embed set terms,
and so we have set terms like

A(V(V(b,s),h),a)

which may be taken to symbolize a verb phrase such as admires someone who hates everyone
who does not see any boy.
We should note that the relative clauses (RCs) which can be obtained in this way are all sub-
ject RCs, not object RCs. The language is too poor to express predicates like Ax.all boys see z.
The main sentences in the language are of the form V(b,c) and 3(b, ¢); they can be read
as statements of the inclusion of one set term extension in another, and of the non-empty
intersection. We also have sentences using the constants, such as V(g, s)(m), corresponding



to Mary sees all girls. But we are not able to say all girls see Mary; the syntax again is too
weak. (However, in our Conclusion we shall see how to extend our system to handle this.) This
weakness in expressive power corresponds to a less complex decidability result, as we shall see.

Semantics A structure (for this language L) is a pair M = (M, [ ]), where M is a non-empty
set, [p] € M for all p € P, [r] € M? for all r € R, and [j] € M for all j € K.

Given a model M, we extend the interpretation function [ ]| to the rest of the language by
setting

[7] = M\ [p]
[1 = M\[s]
[3(1,t)] = {x € M : for some y such that [I](y), [t](z,y)}

V(,t)] = {x € M : for all y such that [I](y), [t](z,v)}

We define the truth relation = between models and sentences by:

M Ve, d) it [c] € [d]

ME3b,e) iff  [n]d] £0
M = e(5) it [e]([5])
MErGk) i [P)([4] kD)

If T is a set of formulas, we write M =T if for all ¢ € ', M | ¢.

Example 1 We consider a simple case, with one unary atom p, one binary atom s, and two
constants j and k. Consider the following model. We set M = {w, z,y, z}, and [p] = {w, z,y}.
For the relation symbol, s, we take the arrows below:

w——>

[X)

y%zd

For example, [p] = {z}, [V(p,s)] = 0, [3(p,s)] = M, and [3(VY(p,s),s)] = 0. Here are two
L-sentences true in M: V(p,3(p, s)) and V(I(V(p,s), s), D).

Now set [j] = w and [k] = z. We get additional sentences true in M such as s(j, k), s(k, j),
and 3(p, s)(k).

Here is a point that will be important later. For all terms ¢, M = ¢(j) iff M = ¢(k). (The
easiest way to check this is to show that for all set terms ¢, [c] is one of the following four sets:
0, M, {w,z,y}, or {z}.) However, M |= s(j, k) and M = 3(k, 7).

Satisfiability A sentence ¢ is satisfiable if there exists M such that M = ¢; satisfiability of
a set of formulas I' is defined similarly. We write I' = ¢ to mean that every model of every
sentence in I" is also a model of ¢.

The satisfiability problem for the language is decidable for a very easy reason. The language
L translates to the two-variable fragment FO? of first-order logic. Thus we have the finite model
property (Mortimer [12]) and decidability of satisfiability in non-deterministic exponential time
(Grédel et al [6]). It might therefore be interesting to ask whether the smaller fragment £ is
of a lower complexity. As it happens, it is. Pratt-Hartmann [15] showed that the satisfiability
problem for a certain fragment of FO? can be decided in EXPTIME in the length of the input
I', and his fragment was essentially the same as the one in this paper.
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The bar notation We have already seen that our unary and binary atoms come with negative
forms. We extend this notation to all sentences in the following ways: p=p,5=s,3(,r) =

Y(1,7), Y(I,r) = 3(,7), ¥(c,d) = Ie,d), I(c,d) = V(c,d), ( ) =¢(j), and r(j,k) = ( k).

Translation of the syllogistic into L We indicate briefly a few translations to orient the
reader. First, the classical syllogistic translates into L:

All p are ¢ —  Y(p,q) No p are g —  Y(p,q)
Some p are ¢ +— I(p,q) Some p aren’t ¢ — 3(p,q)

The same is true of the relational syllogistic; cf. [16]. In the other direction, we translate L to
FO?, the fragment of first order logic using only the variables x and w. We do this by mapping
the set terms two ways, called ¢ — ¢., and ¢ — ¢.,. Here are the recursion equations for
C— Yo

p = Px) Vie,r) = (V) (ey(y) = r(z,y))

p = —P() Ae,r) = GY)pey(y) Ar(z,y))

The equations for ¢ — ¢, are similar. Then the translation of the sentences into FO? follows
easily.

Translation of L into Boolean modal logic We shall write L for the logic obtained by
taking the logic of Humberstone [9] and using many pairs of operators instead of just one. L
has each p € P as an atomic proposition, and it has two modal operators, [y and Mg, one for
each s € R. The syntax of L is given by

o = p|p|eAv |0 | By

The language is interpreted on the same kind of structures that we have been using for £. Then
[p] is given for all atoms p, and we also set [-¢] = M \ [¢], [¢ A Y] = [¢] N ], and

[Os¢] = {z € M :for all y such that [s](z,y), y € [¢]}
[M,o] = {z € M :for all ysuch that not [s](z,v), v € [¥]}

We write I' |= ¢ to mean that for all structures M and all x € M, if « € [¢] for all ) € T', then
again = € [¢]. R
Let Ly be the set of sentences of L which do not i{lvolve constants. We translate Ly into L.
First, for each set term ¢, we define a sentence ¢* of L. The definition is: p* = p, p* = —p,
V(ie,8)* = Bg—c* V(e,3)* = Ogc*
(e, 8)* = —-Os—c* (e, 5)* = —-Msc*
An easy induction shows that [¢] = [¢*] for all set terms c. Then we translate V(c, d) to ¥(c, d)*
and 3(c,d) to I(c,d)*:
V(e,d)* = Us(c" = d*) ANR(c" — d¥)
(e, d)* = V(e d)*

where s is an arbitrary element of R. Then for all sentences ¢ of Ly, and all models M,

MEe iff [p]=M iff [p]#0.



Expression Variables ‘ Syntax

individual variable | z, y
individual term t, u x |J
general sentence o' o |e) | rit,u) | L

Figure 2: Syntax of general sentences of L, with ¢ ranging over sentences.

It follows easily from this that for I' U {¢} a set of L¢ sentences, I' = ¢ in the semantics of L
iff I'™* |= ¢* in the semantics of L.

It is more common nowadays to view a system such as L as a fragment of Boolean modal
logic.

2.2 Proof system

Pratt-Hartmann and Moss [16] investigated several logical systems for the relational syllogistic
and asked whether they were axiomatizable in a purely syllogistic fashion. We shall not enter
into their definition of syllogistic proof system except to say that it is an adequate formalization
of the concept. It comes in two flavors, depending on whether one permits reductio ad absurdum
or not. It turns out that the consequence relation for some some logical languages can be
captured by syllogistic systems even without reductio, some can be captured with reductio
but (provably) not without it, and some are so strong that they cannot be captured even with
reductio. The language of this paper would be one example of this latter phenomenon. Theorem
6.12 of [16] shows that for the language L of this paper (but without constant symbols), there
indeed is no finite complete syllogistic system. It is therefore of interest to build a proof system
which goes beyond syllogistic logic. This is the main technical goal of this paper.

We present our system in natural-deduction style in Figure 3. It makes use of introduction
and elimination rules, and more critically of variables. For a textbook account of a proof system
for first-order logic presented in this way, see van Dalen [3].

General sentences in this fragment are what usually are called formulas. We prefer to
change the standard terminology to make the point that here, sentences are not built from
formulas by quantification. In fact, sentences in our sense do not have variable occurrences.
But general sentences do include variables. They are only used in our proof theory.

The syntax of general sentences is given in Figure 2. What we are calling individual terms
are just variables and constant symbols. (There are no function symbols here.) Using terms
allows us to shorten the statements of our rules, but this is the only reason to have terms.

An additional note: we don’t need general sentences of the form r(j,z) or r(x, j). In larger
fragments, we would expect to see general sentences of these forms, but our proof theory will
not need these.

A note on variables We have been silent on whether the basic set of variables in the system
is finite or infinite. It is natural to formulate the system using an infinite set of variables.
However, every derivation in our current system may be recast to use only two variables. This
special property is lost in our extended system of Section 3.



c(t) Ve, d) c(u) Y(c,r)(t)
an F rta) O F
c(t) d(t) r(t,u) c(u)
Sed) Sen
()] )
d(x) r(t,2)
Vo d) ! Ve !
[c(2)] [d(z)] [c(@)]  [r(t, z)]
(¢, d) _ & El(c,r)(t)a &
&
¢ Li LI % RAA

Figure 3: Proof rules. See the text for the side conditions in the (VI) and (FE) rules.

The bar notation, again We have already seen the bar notation ¢ for set terms ¢, and @
for sentences ¢. We extend this to formulas b(z) = b(z), 7(z,y) = 7(z,y). We technically have
a general sentence L, but this plays no role in the proof theory.

We write I' - ¢ if there is a proof tree conforming to the rules of the system with root
labeled ¢ and whose axioms are labeled by elements of I". (Frequently we shall be sloppy about
the labeling and just speak, e.g, of the root as if it were a sentence instead of being labeled
by one.) Instead of giving a precise definition here, we shall content ourselves with a series of
examples in Section 2.3 just below.

The system has two rules called (VE), one for deriving general sentences of the form c(z)
or ¢(j), and one for deriving general sentences r(x,y) or r(j,k). (Other rules are doubled as
well, of course.) It surely looks like these should be unified, and the system would of course
be more elegant if they were. But given the way we are presenting the syntax, there is no way
to do this. That is, we do not have a concept of substitution, and so rules like (VE) cannot be
formulated in the usual way. Returning to the two rules with the same name, we could have
chosen to use different names, say (VE1) and (VE2). But the result would have been a more
cluttered notation, and it is always clear from context which rule is being used.

Although we are speaking of trees, we don’t distinguish left from right. This is especially
the case with the (3F) rules, where the canceled hypotheses may occur in either order.

Side Conditions As with every natural deduction system using variables, there are some
side conditions which are needed in order to have a sound system.
In (VI), x must not occur free in any uncanceled hypothesis. For example, in the version
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whose root is V(c, d), one must cancel all occurrences of ¢(x) in the leaves, and x must not
appear free in any other leaf.

In (3E), the variable  must not occur free in the conclusion a or in any uncanceled
hypothesis in the subderivation of .

In contrast to usual first-order natural deduction systems, there are no side conditions on
the rules (VE) and (3I). The usual side conditions are phrased in terms of concepts such as
free substitution, and the syntax here has no substitution to begin with. To be sure on this
point, one should check the soundness result of Lemma 2.1.

Formal proofs in the Fitch style Textbook presentations of logic overwhelmingly use
natural deduction. Pelletier [13] discusses the history of this in texts used in philosophy classes.
In such books, by far the most common style of presentation is via Fitch diagrams. Pelletier
was not concerned with books for computer science students, and here the situation is more
mixed, I believe. I have chosen to present the system in a more “classical” Gentzen-style
format. But the system may easily be re-formatted to look more like a Fitch system, as we
shall see in Example 3 and Figure 5. These examples might give the impression that we have
merely re-presented Fitch-style natural deduction proofs. The difference is that our syntax is
not a special case of the syntax of first-order logic. Corresponding to this, our proof rules are
rather restrictive, and the system cannot be used for much of anything beyond the language
L. However, the fact that our Fitch-style proofs look like familiar formal proofs is a virtue: for
example, it means that one could teach logic using this material.

2.3 Examples

We present a few examples of the proof system at work, along with comments pertaining to the
side conditions. Many of these are taken from the proof system R* for the language R* of [16].
That system R* is among the strongest of the known syllogistic systems, and so it is of interest
to check the current proof system is at least as strong.

Example 2 Here is a proof of the classical syllogism Darii: V(b,d),3(c,b) - I(c, d):

) v.d)

Example 3 Next we study a principle called (K) in [16]. Intuitively, if all watches are expensive
items, then everyone who owns a watch owns an expensive item. The formal statement in our
language is V(¢,d) F V(3(e,7),3(d,7)). See Figure 4. We present a Fitch-style proof on the left
and the corresponding one in our formalism on the right. One aspect of the Fitch-style system
is that (3F) gives two lines; see lines 3 and 4 on the left above.
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le)]" Y(c,d)
L Yed hyp rey) )
2 | @ | 3er)(x) hyp B(e, r)(z)]2 (4@
3 e(y) 3E, 2 3(d, 1) (@) . F
4 r(z,y) JE, 2 V(3(e,r),3(d, 1)) vI
5 d(y) VE, 1,3
6 3(d,r)(z) 37,4, 5
7 | V(3(e,r),3(d,r)) VI, 1-6

Figure 4: Derivations in Example 3

Example 4 Here is an example of a derivation using (RAA). It shows V(c,¢) - V(d,V(c,7)).

)] ¥(e,2)
) 7 )

L Raa
r(z,y) v
[d(x))? v(e,r)@)

V(d, (e, ) r

1T

Example 5 Here is a statement of the rule of proof by cases: f ' + o = ¢ and I' + @ F 9,
then T' F ). (Here and below, I + ¢ denotes I' U {¢}.) Instead of giving a derivation, we only
indicate the ideas. Since I' 4+ ¢ I- ¢, we have I' + ¢ + ¢ I L using (LI). From this and (RAA),
I',7) - ®. Take a derivation showing I' +% F 1, and replace the labeled @ with derivations from
I + 1. We thus see that I' +1 9. Using (LI), I +% F L. And then using (RAA) again,
I' 4. (This point is from [16].)

Example 6 The example at the beginning of this paper cannot be formalized in this fragment
because the correct reasoning uses the transitivity of is bigger than. However, we can prove a
result which may itself be used in a formal proof of (1):

Every sweet fruit is bigger than every ripe fruit
Every pineapple is bigger than every kumquat

Every non-pineapple is bigger than every unripe fruit
Every sweet fruit is bigger than every kumquat

To discuss this, we take the set P of predicate symbols to be
P = {sweet,ripe, pineapple, kumquat}.

We also take R = {bigger} and K = (). Figure 5 contains a derivation showing (3), done in
the manner of Fitch [4]. The main way in which we have bent the English in the direction
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1 Every sweet fruit is bigger than every ripe fruit hyp

2 Every pineapple is bigger than every kumquat hyp

3 Every pineapple is bigger than every ripe fruit hyp

4 x | x is a sweet fruit hyp

5 x is bigger than every ripe fruit VE, 1,4

6 x is a pineapple hyp

7 x is bigger than every kumquat VE, 2,6

8 x is a pineapple hyp

9 x is bigger than every ripe fruit VE, 3,8

10 y | v is a kumquat hyp

11 y is a ripe fruit hyp

12 x is bigger than y VE, 5, 11

13 y is a ripe fruit hyp

14 x is bigger than y VE, 9,13

15 x is bigger than y cases, 13-14, 11-12
16 x is bigger than every kumquat VI, 10-15

17 x is bigger than every kumquat cases, 6-7, 816
18 | Every sweet fruit is bigger than every kumquat VI, 4-17

Figure 5: A derivation corresponding to the argument in (3).

of our formalism is to use the bar notation on the nouns. The main reason for presenting
the derivation as a Fitch diagram is that the derivation given as a tree (as demanded by our
definitions) would not fit on a page. This is because the cases rule is not a first-class rule in
the system, it is a derived rule (see Example 5 above). Our Fitch diagram pretends that the
system has a rule of cases. Another reason to present the derivation as in Figure 5 is to make
the point that the treatment in this paper is a beginning of a formalization of the work that
Fitch was doing.

2.4 Soundness

Before presenting a soundness result, it might be good to see an improper derivation. Here is
one, purporting to infer some men see some men from some men see some women:

[s(z, 2)]'  [m(x)]”

Mm@ " @
B(w, 5)(@)]? 3(m,3(m, s)) g
I(m, I(w, s)) I(m,3I(m, s)) -

I(m,3I(m, s))

The specific problem here is that when [s(x, )] is withdrawn in the application of 3I', the
variable z is free in the as-yet-uncanceled leaves labeled m(x).

12



To state a result pertaining to the soundness of our system, we need to define the truth
value of a general sentence under a variable assignment. First, a variable assignment in a model
M is a function v : V. — M, where V is the set of variable symbols and M is the universe of
M. We need to define M |= «afv] for general sentences a. If a is a sentence, then M = «fv]
ifft M = « in our earlier sense. If « is b(z), then M | afv] iff [b](v(x)). If a is r(z,y), then
M E afv] iff [r](v(z),v(y)). If ais L, then M F~ L for all models M.

Lemma 2.1 Let II be any proof tree for this fragment all of whose nodes are labeled with L-
formulas, let @ be the root of 11, let M be a structure, let v: X — M be a variable assignment,
and assume that for all uncanceled leaves v of II, M |= ¢[v]. Then also M = ¢[v].

Proof By induction on II. We shall only go into details concerning two cases. First, consider
the case when the root of II is

[e(z)] [r(t,2)]
e, 7)(t) &

(%

JE

To simplify matters further, let us assume that ¢ is a variable. Let v be a variable assignment
making true all of the leaves of the tree, except possibly ¢(z) and r(t,z). By induction hy-
pothesis, M = (¢, r)(t)[v]. Let a € A witness this assertion. In the obvious notation, [c](a)
and [r](t"?,a). Let w be the same variable assignment as v, except that w(z) = a. Then
since x is not free in any leaves except those labeled ¢(z) and (¢, x), we have M = ¥[w] for all
those ¥. And so M = afw], using the induction hypothesis applied to the subtree on the right.
And since z is not free in the conclusion «, we also have And so M |= a[v], as desired. above
3(e, ) (D),
Second, let us consider the case when the root is

c(y) Y(er)(x)
r(z,y)

VE

(That is, we are considering an instance of (VE) when the terms ¢ and w are variables.) The
variables x and y might well be the same. Let M be a structure, and v be a variable assignment
making true the leaves of the tree. By induction hypothesis, [¢](v(y)) and also [r](v(z),m))
for all m € [c]. In particular, [r](v(x),v(y)).

The remaining cases are similar. .

2.5 The Henkin property

The completeness of the logic parallels the Henkin-style completeness result for first-order logic.
Given a consistent theory I', we get a model of T in the following way: (1) take the underlying
language L, add constant symbols to the language to witness existential sentences, also extend
I’ to a maximal consistent set in the larger language; and then (3) use the set of constant
symbols as the carrier of a model in a canonical way. In the setting of this paper, the work is
in some ways easier than in the standard setting, and in some ways harder. There are more
details to check, since the language has more basic constructs. But one doesn’t need to take a
quotient by equivalence classes, and in other ways the work here is easier.
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Given two languages L and L', we say that L' D L if every symbol (of any type) in £ is
also a symbol (of the same type) in L’. In this paper, the main case is when P(L) = P(L/),
R(L) = R(L'), and K(L) C K(L'); that is, L’ arises by adding constants to L.

A theory in a language is just a set of sentences in it. Given a theory I' in a language L,
and a theory I'* in an extension L' D L, we say that I'* is a conservative extension of T" if for
every ¢ € L, and I'" - ¢, then I' F .

Lemma 2.2 Let T' be a consistent L-theory, and let j ¢ K(L).
1. If I(c,d) € T, then I' + ¢(j) + d(j) is a conservative extension of T'.
2. If I(e,r)(k) € T, then T 4+ r(k,j) + c(j) is a conservative extension of T

Proof For (1), suppose that I' contains 3(c,d) and that T' + ¢(j) + d(j) F ¢. Let II be a
derivation tree. Replace the constant j by an individual variable x which does not occur in II.
The result is still a derivation tree, except that the leaves are not labeled by sentences. (The
reason is that our proof system has no rules specifically for constants, only for terms which
might be constants and also might be individual variables.) Call the resulting tree I". Now the
following proof tree shows that I' - ¢:

(e, d) %
@

The subtree on the right is II'. The point is that the occurrences of ¢(x) and d(z) have been
canceled by the use of IF at the root.
This completes the proof of the first assertion, and the proof of the second is similar. .

Definition An L-theory I" has the Henkin property if the following hold:
1. If 3(e,d) € T, then for some constant j, ¢(j) and d(j) belong to I'.

2. If r is a literal of £ and 3(c,7)(j) € I', then for some constant k, r(j, k) and c¢(k) belong
to I.

Lemma 2.3 Let I' be a consistent L-theory. Then there is some L* D L and some L*-theory
I'™* such that T is a maximal consistent Henkin theory. Moreover, if s € R(L), j € K(L*) and
ke K(L), and if s(j, k) € T'*, then j € K(L).

Proof This is a routine argument, using Lemma 2.2. One dovetails the addition of constants
which is needed for the Henkin property together with the addition of sentences needed to
insure maximal consistency. The formal details would use Lemma 2.2 for steps of the first kind,
and for the second kind we need to know that if I" is consistent, then for all ¢, either I" + ¢ or
I" 4+ is consistent. This follows from the derivable rule of proof by cases; see Example 5 in
Section 2.3.

The last point states a technical property that will be useful in Section 3.1. -

It might be worthwhile noting that the extensions produced by Lemma 2.3 add infinitely
many constants to the language.
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2.6 Completeness via canonical models

In this section, fix a language £ and a maximal consistent Henkin L-theory I'. We construct a
canonical model M = M(T") as follows: M = K(L); [p](y) iff p(j) € T; [s](4, k) iff s(j, k) € T;
and [j] = j. That is, we take the constant symbols of the language to be the points of the
model, and the interpretations of the atoms are the natural ones. Each constant symbol is
interpreted by itself.

Lemma 2.4 For all set terms ¢, [c] = {j : c(j) € T'}.

Proof By induction on c¢. The base case of unary atoms p is by definition of M.
Before we turn to the induction proper, here is a preliminary point. Assuming that [c] =
{j : ¢(j) € T'}, we check that [¢] = {j :¢(j) € I'}:

jeld iff j¢[d iff ¢j)er iff o) el.

The last point uses the maximal consistency of I'.

Turning to the inductive steps, assume our result for ¢; we establish it for V(c, s) and 3(c, s);
it then follows from the preliminary point that we have the same fact for V(c¢,s) and 3(c, 3).

Let j € [V(c,s)]. We claim that ¥(c,s)(j) € I'. For if not, then 3(c,5)(j) € I'. By the
Henkin condition, let k& be such that I" contains ¢(k) and 5(j, k). By the induction hypothesis,
k € [c], and by the definition of M, [s](j, k) is false. Thus j ¢ [V(c, s)]. This is a contradiction.

In the other direction, assume that V(c, s)(j) € I'; this time we claim that j € [V(c, s)]. Let
k € [c]. By induction hypothesis, I' contains c(k). Using (VE), we see that I' F s(j, k). Hence
I contains s(j,k). So in M, [s](j,k). Since k was arbitrary, we see that indeed j € [V(c, s)].

The other induction step is for 3(c, s). Let j € [3(c, s)]. We thus have some k € [c] such
that [s](j,%k). That is, s(j,k) € T'. Using (3I), we have I' F 3(c, s)(j); from this we see that
(¢, s)(j) €T, as desired.

Finally, assume that 3(c, s)(j) € I'. By the Henkin condition, let k& be such that I' contains
c(k) and s(j, k). Using the derivation above, we have the desired conclusion that j € [3(c, s)].

This concludes the proof. .

Lemma 2.5 M =T

Proof We check the sentence types in turn. Throughout the proof, we shall use Lemma 2.4
without mention.

First, let ' contain the sentence V(c,d). Let j € [¢], so that ¢(j) € I'. We have d(j) € T
using (VE). This for all j shows that M = V(c, d).

Second, let 3(c¢,d) € T'. By the Henkin condition, let j be such that both ¢(j) and d(j)
belong to I'. This element j shows that [c] N [d] # 0. That is, M = 3(c, d).

Continuing, consider a sentence c(j) € I'. Then j € [¢], so that M = b(j).

Finally, the case of sentences r(j, k) € I' is immediate from the structure of the model.

Theorem 2.6 IfT' = ¢, then ' .

Proof We rehearse the standard argument. Due to the classical negation, we need only show
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that consistent sets I' are satisfiable. Let £ be the language of I, Let L’ D L be an extension
of £, and let T* D T be a maximal consistent theory in L with the Henkin property (see
Lemma 2.3). Consider the canonical model M(I'*) as defined in this section. By Lemma 2.5,
M(I™) = I'*. Thus I'* is satisfiable, and hence so is I". -

2.7 The finite model property

Let I be a consistent finite theory in some language L. As we now know, I' has a model.
Specifically, we have seen that there is some I'* O I which is a maximal consistent theory with
the Henkin property in an extended language L* O L. Then we may take the set of constant
symbols of L* to be the carrier of a model of I'*, hence of I'. The model obtained in this way is
infinite. It is of interest to build a finite model, so in this section I' must be finite. The easiest
way to see that I has a finite model is to recall that our overall language is a sub-language of
the two variable fragment FO? of first-order logic. And FO? has the finite model property by
Mortimer’s Theorem [12].

However, it is possible to give a direct argument for the finite model property, along the
lines of filtration in modal logic (but with some differences). We sketch the result here because
we shall the same method in Section 3.1 below to prove a finite model property for our second
logical system L(adj) with respect to its natural semantics; that result does not follow from
others in the literature.

Let M = M(I') be the canonical model as defined in Section 2.6. Let Sub(I') be the
collection of set terms occurring in any sentence in the original finite theory I'. So Sub(I") is
finite, and if V(c,r) € Sub(T") or I(e,r) € Sub(T'), then also ¢ € Sub(T"). For constant symbols
j and k of L*, write j = k iff the following conditions hold:

1. If j is a constant of L, then k = j.
2. For all ¢ € Sub(T"), c¢(j) e I" iff ¢(k) € T.

Remark The equivalence relation = may be defined on any structure. It is not necessarily
a congruence, as Example 1 shows. Specifically, we had constant symbols j and k& such that
j =k, and yet in our structure s(j, k) and 5(k, j). In the case of M(I'*), we have no reason to
think that = is a congruence. That is, the construction in Section 2.6 did not arrange for this.

Let N = {[k] : k € K(L)} x {V,3}. (We use V and 3 as tags to give two copies of the
quotient K/=.) We endow N with an L-structure as follows:

[Pl = {(lj], @) : p(j) € T" and Q € {V,3}}.
Is](([7], @), ([k], Q")) iff one of the following two conditions holds:

1. There is a set term ¢ such that I'* contains ¢(k) and V(c, s)(j).
2. Q' = 3, and for some j, = j and k. = k, ['* contains s(jx, kx).

For a constant j of L, [j] = ([j],3). (Of course, [j] is the singleton set {j}.)
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Before going on, we note that the first alternative in the definition of [s](([], @), ([£], Q")) is
independent of the choice of representatives of equivalence classes. And clearly so is the second
alternative.

We shall write N for the resulting L-structure, hiding the dependence on I and I'*.

Lemma 2.7 For all ¢ € Sub(T"), [¢] = {([j],Q) : c(j) € T* and Q € {¥,3}}.

Proof By induction on set terms c. We are not going to present any of the details here
because in Lemma 3.3 below, we shall see all the details on a more involved result. .

Lemma 2.8 N =T

Proof Again we are only highlighting a few details, since the full account is similar to what
we saw in Lemma 2.5, and to what we shall see in Lemma 3.4. One would check the sentence
types in turn, using Lemma 2.7 frequently. We want to go into details concerning sentences in
I" of the form s(j, k) or 5(j, k). Recall that we are dealing in this result with sentences of £, and
so j and k are constant symbols of that language. Also recall that [j] = ([j],3), and similarly
for k.

First, consider sentences in I' of the form s(j, k). By the definition of [s], we have

[sT(([51, 3), ([¥], 3))-

By the way binary atoms and constants are interpreted in N, we have N |= s(7, k), as desired.

We conclude with the consideration of a sentence in I' of the form 5(j, k). We wish to
show that N = 5(j,k). Suppose towards a contradiction that N = s(j,k). Then we have
[s](([7],3), ([k],3)). There are two possibilities, corresponding to the alternatives in the seman-
tics of s. The first is when there is a set term ¢ such that I'* contains c¢(k) and V(c, s)(j). Using
(VE), T then contains s(j, k). But recall that I contains 5(j, k). So in this alternative, I'* D T’
is inconsistent. In the second alternative, there are j, = j and k. = k such that s(j., k«) € '™
But recall that the equivalence classes of constant symbols from the base language L are sin-
gletons. Thus in this alternative, j, = j and k. = k; hence s(j,k) € I'*. But then again I'* is
inconsistent, a contradiction. .

Theorem 2.9 (Finite Model Property) If I is consistent, then T' has a model of size at
most 22", where n is the number of set terms in T'.

Complexity notes Theorem 2.9 implies that the satisfiability problem for our language is
in NExPTIME. We can improve this to an EXPTIME-completeness result by quoting the work
of others. Pratt-Hartmann [15] define a certain logic €5 and showed that the complexity of its
satisfiability problem is ExPTIME-complete. €5 corresponds to a fragment of first-order logic,
and it is somewhat bigger than the language L. (It would correspond to adding converses to
the binary atoms in L, as we mention at the very end of this paper.) Since satisfiability for €,
is ExpPTIME-complete, the same problem for £ is in EXPTIME.

A different way to obtain this upper bound is via the embedding into Boolean modal logic
which we saw in Section 2.1. For this, see Theorem 7 of Lutz and Sattler [10]. We shall use an
extension of that result below in connection with an extension L(adj) of L.

The ExpTiME-hardness for L follows from Lemma 6.1 in [16]. That result dealt with a
language called Rf, and R is a sub-language of L.
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3 Adding Transitivity: the language L(adj)

Before going further, let us briefly recapitulate the overall problem of this paper and point out
where we are and what remains to be done. We aim to formalize a fragment of first-order logic
in which one may represent arguments as complex as that in (1) in the Introduction. We are
especially interested in decidable systems, and so the systems must be weaker than first-order
logic. We presented in Section 2 a language L and a proof system for it. Validity in the logic
cannot be captured by a purely syllogistic proof system, and so our proof system uses variables.
But the use is very special and restricted. The proof system is complete and decidable in
exponential time. To our knowledge, it is the first system with these properties.

There are a number of ways in which one can go further. In this paper, we want to explore
one such way, connected to our example in (1). One key feature of this example is that compar-
ative adjectives such as bigger than are transitive. This is true for all comparative adjectives.
(Another point of interest is that comparative adjectives are typically irreflexive. We are going
to ignore that in the present paper.)

We extend our language L to a language L(adj) by taking a basic set A of comparative
adjective phrases in the base. The proof system simply extends the one we have already
seen with a rule corresponding to the transitivity of comparatives. Our completeness result,
Theorem 2.6, extends to the new setting. The next section does this. The decidability of
the language is a more delicate matter than before, since it does not follow from Mortimer’s
Theorem [12] on the finite model property for FO?. Indeed, adding transitivity statements to
FO? renders the logic undecidable, as shown in Gridel, Otto, and Rosen [7]. Instead, one could
use Theorem 12 of Lutz and Sattler [10] on the decidability of a variant on Boolean modal
logic in which some of the relations are taken to be transitive. This would indeed give the
ExpPTIME-compleneness of L(adj) with our semantics. However, we have decided to present a
direct proof for several reasons. First, Lutz and Sattler’s results does not give a finite model
property, and our result does do this. Second, our argument is shorter. Finally, our treatment
connects to modal filtration arguments and is therefore different; [10] uses automata on infinite
trees and is based on Vardi and Wolper [17].

I do not wish to treat the transitivity of comparison with adjectives as an enthymeme
(missing premise) because the transitivity seems more fundamental, more ‘logical’ somehow.
Hence it should be treated on a deeper level. The decidability considerations give a supporting
argument: if we took the transitivity to be a meaning postulate, then it would seem that the
underlying language would have to be rich enough to state transitivity. This requires three
universal quantifiers. For other reasons, we want our languages to be closed under negation. It
thus seems very likely that any logical system with these properties is going to be undecidable.
The upshot is a system in which the transitivity turns out to be a proof postulate rather than
a meaning postulate. We turn to the system itself.

Syntax and semantics We start with four pairwise disjoint sets, A (for comparative adjective
phrases) and the three that we saw before: P, R, and K. We use a as a variable to range over
A in our statement of the syntax and the rules.

For the syntax, we take elements a € A to be binary atoms, just as the elements s € R are.
Thus, the binary literals are the expressions of the form s, s, a, or @.

The syntax is the same as before, except that we allow the binary atoms to be elements of
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A in addition to elements of R. So in a sense, we have the same syntax is before, except that
some of the binary atoms are taken to render transitive verbs, and some are taken to render
comparative adjective phrases. The only difference is in the semantics. Here, we require that
(in every model M) for an adjective a € A, [a] must be a transitive relation.

Proof system We adopt the same proof system as in Figure 3, but with one addition. This
addition is the rule for transitivity:

a(ti,t2) a(ts,t3)
a(tl,tg)

trans

This rule is added for all a € A.

Example 7 We have seen an informal example in (1) at the beginning of this paper. At this
point, we can check that our system does indeed have a derivation corresponding to this. We
need to check that I' - ¢, where I' contains

V(sweet, V(ripe, bigger)), V(pineapple, V(kumquat, bigger)), V(pineapple, V(ripe, bigger)),
and ¢ is
V(3(sweet, bigger), V(kumquat, bigger)).

In Example 6, we saw that I' - V(sweet, V(kumquat, bigger)). (Recall that we saw this with a
derivation in a different format, in Figure 5. This could be converted to our official format
of natural deduction trees.) That work dealt used R = {bigger}, but here we want R = ()
and A = {bigger}. The same derivation works, of course. Transitivity enables us to obtain a
derivation for (1):

[sweet(y)]?  V(sweet, ¥(kumquat, bigger))

[kumquat(z)]* V(kumquat, bigger)(y) vE
[bigger(z,y)]? bigger(y, z)
; trans
bigger(z, ) .
[J(sweet, bigger)(z)]3 V(kumquat, bigger)(z) ;IE—:Q

V(kumquat, bigger)(z) .

V(3(sweet, bigger), V(kumquat, bigger))

Adding the transitivity rule gives a sound and complete proof system for the semantic
consequence relation I' = ¢. The soundness is easy, and so we only sketch the completeness.
We must show that a set I' which is consistent in the new logic has a transitive model. The
canonical model M(I") as defined in Section 2.6 is automatically transitive; this is immediate
from the transitivity rule. And as we know, it satisfies I'.
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3.1 L(adj) has the finite model property

Our final result is that £(adj) has the finite model property. We extend the work in Section 2.7.
The inspiration for our definitions comes from the technique of filtration in modal logic, but we
shall not refer explicitly to this area.

We again assume that I' is consistent, and I'* has the properties of Lemma 2.3.

Definition For a € A, we say that j reaches k (by a chain of = and a statements) if there is
a sequence

j=Jo = ko, J1 = ki, ..., jn=ky=k (4)
such that n > 1, and I'* contains a(ko, j1), - .., a(kn—1, jn)-

Lemma 3.1 Assume that j reaches k by a chain of = and a statements.
1. If ¢(k) € I'*, then I'* contains 3(c,a)(j).

2. If j,k € K(L), then T'* contains a(j, k).

Proof By induction on n > 1 in (4). For n = 1, we have essentially seen the argument as a
step in Lemma 2.7. Here it is again. Since c(k1) and j; = k1, we see that ¢(j;). Together with
s(ko, j1), we have 3(c,a)(ko). And as jo = ko, we see that 3(c,a)(jo)-

Assume our result for n, and now consider a chain as in (4) of length n + 1. The induction
hypothesis applies to

j=J1 = k1, Jo = ko, ..., Jny1 = knp1=k

and so we have 3(c,a)(j1). Since a(ko,j1), we easily have 3(c,a)(ko) by transitivity. And as
Jo = ko, we have 3(c,a)(jo).

The second assertion is also proved by induction on n > 1. For n = 1, we have j = jo = ko,
I'™ contains a(kg, j1); and j; = k1 = k. Then since the = is the identity on K(L), j = jo = ko,
and j; = k1 = k. Hence I'* contains s(j, k). Assuming our result for n, we again consider a
chain as in (4) of length n + 1. Just as before, j = jo = ko, and so I'* contains a(j,j1). By
induction hypothesis, I'* contains a(ji, k). By transitivity, I'* contains a(j, k). =

We endow N with an L-structure as follows:
[p] = {(l4], Q) : p(5) € T and Q € {V,3}}.
[s](([1], @), ([k], Q")) iff one of the following two conditions holds:
1. There is a set term ¢ such that I'* contains ¢(k) and Y(c, s)(j).
2. @' =3, and for some j, = j and k, = k, T'* contains s(jx, k).
[al (7], @), ([K], Q")) iff

1. If V(e,a)(k) € I'™*, then also V(c,a)(j) € T'™.
2. In addition, either (a) or (b) below holds:
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(a) There is a set term ¢ such that I'* contains ¢(k) and V(c, a)(j).
(b) @ = 3, and j reaches k by a chain of = and a statements.

For a constant j of £, [j] = (5], 3).

Once again, we suppress [' and I'* and simply write N for the resulting L-structure.
Lemma 3.2 Fora € A, each relation [a] is transitive in N.

Proof In this proof and the next, we are going to use [ to stand for a constant symbol, even
though earlier in the paper we used it for a literal. Assume that

(1], @) la] ([K), @) [al (1],Q"). ()

Clearly we have the first requirement concerning [a]: if ¥(c, a)(l) € T'*, then also ¥(c,a)(j) € T*.

We have four cases, depending on the reasons for the two assertions in (5).

Case 1 There is a set term b such that I'* contains b(k) and V(b, a)(j), and there is also a set
term ¢ such that T contains ¢(l) and V(c,a)(k). By (1), I'* contains ¢(l) and V(¢,a)(j). And
so we have requirement (2a) concerning [a] for ([j],Q) and ([I], @").

Case 2 There is a set term b such that I'* contains b(k) and V(b,a)(j), and k reaches . Note
that a(j, k). So j reaches .

Case 3 j reaches k by a chain of = and a statements, and there is a set term ¢ such that I'*
contains ¢(!) and V(c¢,a)(k). Then a(k,l). And so j reaches [.

Case 4 j reaches k, and k reaches [. Then concatenating the chains shows that j reaches [.

%

Lemma 3.3 For all ¢ € Sub(T"), [¢] = {([j],Q) : ¢(j) € T* and Q € {V,3}}.

Proof We argue by induction on c¢. Much of the proof is as in Lemma 2.7, For ¢ a unary
atom, the result is obvious. Also, assuming that [¢] = {([j], @) : ¢(j) € '} we easily have the
same result for ¢ using the maximal consistency of I'*:

UL eld it (H,Q) ¢l iff c(y) ¢ I™ iff () el™

Assume about ¢ that if ¢ € Sub(T"), then [c] = {([j],Q) : ¢(j) € I'"}. In view of what we
just saw, we only need to check the same result for V(c, s), 3(c, s), ¥(c,a), and 3(c, a).

V(e,s) Suppose that V(c, s) € Sub(T"), so that ¢ € Sub(T") as well. We prove that

[V(e,s)l = {(5],@Q):V(e,5)(4) € "}

Let ([1],Q) € [V(c, s)]. We shall show that V(c, s)(j) € I'*. If not, then by maximal consistency,
3(c,5)(j) € T'*. By the Henkin property, let k& be such that I'* contains ¢(k) and 3(j, k). By
induction hypothesis, ([k],V) € [¢]. And so ([j],¥)[s]([k],¥). Thus there is a set term b such
that I contains b(k) and V(b, s)(j). From these, I'* contains s(j, k). And thus I'* is inconsistent.
This contradiction shows that indeed V(c, s)(j) € I'*.

In the other direction, suppose that ([j],Q) is such that V(e,s)(j) € T*. Let ([k],Q’) €
[c], so by induction hypothesis, c¢(k) € T'*. By the way we interpret binary relations in N,

[sI(([7], @), ([k], @")). This for all ([k], Q") € [c] shows that ([j],Q) € [V(c, s)].
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J(e,s) Suppose that (e, s) € Sub(T"), so that ¢ € Sub(T") as well. Let ([j], Q) € [3(c, s)]. Let
k and Q' be such that [c]([k], Q") and [s](([j], @), ([k], @")). By induction hypothesis, c(k) € T'*.
First, let us consider the case when Q' = V. Let b be such that I'* contains b(k) and V(b, s)(j).
Using (VE), we have I'* F 3(¢,s)(j). And as I'* is closed under deduction, 3(c, s)(j) € I'* as
desired. The more interesting case is when Q' = 3, so that for some j, = j and k., = k, T'*
contains s(j, k). Since c¢(k) and k = k., we have c(k.) € I'*. Then using (3I), we see that
(¢, s)(j«) € T'*. Since j = j., once again we have 3(c, s)(j) € I'™*.

Conversely, suppose that 3(c,s)(j) € I'*. By the Henkin property, let k£ be such that c(k)
and s(j, k) belong to I'*. Then [s](([j], @), ([k],3)), and by induction hypothesis, [¢](k). Hence

(11, @) € [Ble, 9)I-
V(e,a) Suppose that V(c,a) € Sub(I'), so that ¢ € Sub(I') as well. We prove that

[V(c,a)] = {(l],Q):V(c,a)(j) e T7}

The first part argument is the left-to-right inclusion. It is exactly the same as what we saw
above for the sentences of the form V(c, s).

In the other direction, suppose that V(c,a)(j) € I'*; we show that ([j],Q) € [V(c,a)].
For this, let ([k],Q") € [¢]. By induction hypothesis, ¢(k) € T'*. We must verify that if
V(b,a)(k) € I'*, then also V(b,a)(j) € I'*. This is shown in the derivation below:

c(k) ¥(e,a)i) . [b@)] V(b a)k)
a(j, k) ” a(k,$) trans .
o)
W0,a)(5)

Since I'* is closed under deduction, we see that indeed V(b,a)(j) € I'*. Going on, we see
from the structure of N that [s](([j],Q), ([k],@")). This for all ([k],Q") € [c] shows that

(I3, @Q) € [v(¢,a)].

d(¢,a) Suppose that 3(c,a) € Sub(T'), so that ¢ € Sub(I") as well.

Let ([j],@Q) € [3(¢,a)]. Let k and Q" be such that [a](([£], Q") and [a](([j], @), ([k], Q")).
By induction hypothesis, ¢(k) € T'*. There are two cases depending on whether @ = V or
Q' = 3. The argument for ' = V is the same as the one we saw in our work on sentences
(¢, s) above. The more interesting case is when ' = 3. This time, j reaches k. By Lemma 3.1,
(e, a)(j) € T™.

Conversely, suppose that 3(c,a)(j) € I'*. By the Henkin property, let k£ be such that c(k)
and a(j, k) belong to I'*. The derivation below shows that if V(d, a)(k) € I'*, then V(d,a)(j) € T**
as well:

[d()]" ¥(d, a)(k)
a(j, k) a(k, z)
a(j, z)
v(d,a)(j)
So [a](([4], @), ([k],T)), and by induction hypothesis, [c](k). Hence ([j], @) € [3(c,a)].

This completes the induction. -
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Lemma 3.4 N T.

Proof We check the sentence types in turn, using Lemma 3.3 without mention.

First, let I" contain the sentence V(b,c). Then b and ¢ belong to Sub(I"). Let ([j],Q) € [b],
so that b(j) € I'*. We have d(j) € I'* using (VE). This for all ([j], Q) shows that N = V(b, c).

Second, let J(¢,d) € T'. By the Henkin condition, let j be such that both ¢(j) and d(j)
belong to I'*. The element ([4],V) shows that [c¢] N [d] # 0. That is, N = 3(c, d).

Continuing, consider a sentence b(j) € I'. As b € Sub(I"), we have ([j],3) € [b], so that
N b(j).

The work for sentences of the forms s(j, k) and 5(j, k) was done in Lemma 2.8.

The most intricate part of this proof concerns sentences a(j, k),a(j,k) € I'. Recall that
we are dealing in this result with sentences of £, and so j and k are constant symbols of that
language. Also recall that [j] = ([j],3), and similarly for k.

Consider sentences in I' of the form a(j, k). It is easy to see that if 3(c,a)(k) belongs to T,
then so does 3(c,a)(j). (See the 3(c,a) case in Lemma 3.3.) From this it follows easily that
[a]([7], [¥]). And so N = a(j, k) in this case.

We conclude with the consideration of a sentence in I' of the form a(j, k). We wish to
show that N |= a(j,k). Suppose towards a contradiction that N = a(j,k). Then we have
[a](([7],3), ([k],3)). There are two possibilities, corresponding to the alternatives in the seman-
tics of a. The first is when there is a set term ¢ such that I'* contains c¢(k) and V(c, a)(j). Using
(VE), I'* then contains a(j, k). But recall that I' contains @(j, k). So in this alternative, I'* D T'
is inconsistent. In the second alternative, j reaches k by a chain of = and a statements. By
Lemma 3.1, a(j, k) € I'*. So I'* is inconsistent, and we have our contradiction. =

Once again, this gives us the finite model property for L(adj). The result is not interesting
from a complexity-theoretic point of view, since we already could see from Lutz and Sattler [10]
that the logic had an EXPTIME satisfiability problem.

4 Conclusion and Future Work

This paper has provided two logical systems, L and L(adj), along with semantics. We presented
proof systems in the format of natural deduction, and in both cases we have completeness
theorems and the finite model property. The semantics of the language allows us to translate
some natural language sentences into the languages faithfully.

Set terms in this sense of this paper come from McAllester and Givan [11], where they are
called class terms. That paper was probably the first to present an infinite fragment relevant
to natural language and to study its logical complexity. Their work concernes two fragments: a
full fragment equivalent to first-order logic, and a “quantifier-free” sub-fragment. (“Quantifier-
free” in [11] means that the fragment lacks the lambda terms present in the full version; the
smaller system still has quantifiers some and every in the same manner as the present paper.)
A main result on the quantifier-free fragment is that its satisfiability problem is NP-complete.
The quantifier-free fragment is essentially the language R* of Pratt-Hartmann and Moss [16].
This language R* is extended in [16] to a language called R*' by permitting full noun-level
negation. R*! is equivalent in most respects to the language L of this paper, but there are
two small differences. First, £ has constant symbols. In addition to making the system more
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expressive, constants allowed us to present a Henkin-style completeness proof in Sections 2.5.
The other change is that R*' does not allow recursively defined set terms, only “flat” terms.
However, from the point of view of decidability and complexity, this change is really minor: one
may add new symbols to flatten a sentence, at the small cost of adding new sentences. The flat
version is also essentially the same as the language € of Pratt-Hartmann [15].

The decidability of L(adj) follows from known results on Boolean modal logics [10], but the
finite model property appears to be new here.

Proof systems for fragments that are weaker than £ appear in [16]. These proof systems are
syllogistic; there are no variables or what we have in this paper called general sentences. Modulo
complexity hypotheses, the proof systems of this paper are the first ones which are complete
and go beyond the capabilities of syllogistic proof systems. At the same time, they are decidable
and useable. For example, we have seen how the inference in (1) in the Introduction is handled
in our system; see Examples 6 and 7.

The use of natural deduction proofs in connection with natural language is very old, going
back to Fitch [4]. Fitch’s paper does not deal with a formalized fragment, and so it is not
possible to even ask about questions like completeness and decidability. Also, the phenomena
of interest in the paper went beyond what we covered here. We would like to think that
the methods of this paper could eventually revive interest in Fitch’s proposal by giving it a
foundation.

Francez and Dyckhoff [5] propose a proof-theoretic semantics for natural language. Their
far-ranging proposal goes beyond what we can discuss in this paper. We only want to mention
that our proof rules bear some similarity to theirs. Their system had no recursive constructs
and also no negative determiners, but it went beyond ours in covering both readings of scope-
ambiguous simple sentences. Since our motivation was not proof-theoretic in this paper, we did
not investigate proof-theoretic properties of our system beyond the two-variable result noted in
Section 2.2. But it would be interesting to do so.

It is of interest to go further in order to render more of natural language inference in
complete and decidable logical systems. One next step would be to add converses to the binary
atoms in order to express simple sentences beyond what we have seen. For example, writing
sees™! for the inverse of see, we could render Every girl sees Mary as V(girl, see™!)(Mary). It is
possible to extend our work in such a way as to incorporate these converses. The logic would
be axiomatized on top of £ by adding the rule deriving »~!(¢,u) from r(u,t). But this is only
one of the many things to do.
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