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Abstract

We first present some basic properties of a quantum measure space.
Compatibility of sets with respect to a quantum measure is studied
and the center of a quantum measure space is characterized. We
characterize quantum measures in terms of signed product measures.
A generalization called a super-quantum measure space is introduced.
Of a more speculative nature, we show that quantum measures may
be useful for computing and predicting elementary particle masses.

1 Introduction

Quantum measure spaces (g-measure spaces, for short) were introduced by
R. Sorkin in his studies of the histories approach to quantum mechanics and
its applications to quantum gravity and cosmology [9]. Since then a few
other papers have appeared on the subject [8, 10, 11]. These investigators
have been concerned with finite g-measure spaces in which the number of
sample points is finite and the general definition of a ¢-measure space has
not been given. Our first order of business is to present such a definition.
After a preliminary study of the basic properties of a g-measure space, there
are three main results in this paper. We define compatibility of sets with
respect to a g¢-measure and characterize the center of a g-measure space. We
then characterize g-measures in terms of signed product measure. Finally,
of a more speculative nature, we show that g-measures may be useful for



computing and predicting elementary particle masses. We briefly consider
super g-measure spaces which generalize g-measure spaces just as ¢g-measure
spaces generalize classical measure spaces.

2 Basic Properties

As usual a measurable space is a pair (X,.4) where X is a nonempty
set and A is a o-algebra of subsets of X. If A and B are disjoint sets,
we use the notation A U B for their union. Similarly, we write WA; for
the union of a sequence of mutually disjoint sets A;. Denoting the set of
nonnegative real numbers by R, a set function u: A — RT is additive
if u(AU B) = p(A) + p(B) for all disjoint A, B € A and p is countably
additive if u(UA;) = > p(A4;) for any sequence of mutually disjoint A; € A.
It is well-known that pu: A — RT is countably additive if and only if p is
additive and lim pu(A;) = p(UA;) for any increasing sequence (4; C A;4q)
of sets A; € A [1, 2, 6]. If u is countably additive, we call yp a measure
and we call the triple (X, A, 1) a measure space. For reasons that will
become apparent later, an additive set function is called grade-1 additive
and a measure space is called a grade-1 measure space. If we replace R
by R or C we also have the concepts of a signed measure and a complex
measure, respectively.

We now introduce a generalization of additivity. A set function pu: A —
R* is grade-2 additive if

n(AUBUC) = p(AUB) + u(AUC) + p(BUC) — u(A) — p(B) — p(C) (2.1)
and p is regular if the following two conditions hold

1(A) =0= u(AUB) = u(B)
(AUB) = 0= p(A) = u(B)

It follows from (2.1) that any grade-2 additive function u satisfies u(f)) = 0.
It is easy to check that if u is grade-1 additive, then p is regular and grade-2
additive. We say that u: A — R is continuous if lim p(4;) = u(UA;)
for every increasing sequence A; € A and limu(B;) = p(NB;) for every
decreasing sequence B; € A. A continuous grade-2 additive set function is a
grade-2 measure and a regular grade-2 measure is a quantum measure (g-
measure, for short). If p is a grade-2 measure (g-measure), then (X, A, p) is
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a grade-2 measure space (¢-measure space). Of course, a measure space
is a g-measure space, but there are important examples which show that the
converse does not hold.

In various quantum formalisms, a crucial role is played by a decoherence
functional D: A x A — C [3, 4, 5, 7]. This functional (or at least its real
part) represents the amount of interference between pairs of sets in A and
has the following properties:

D(AUB,C)=D(A,C)+ D(B,C) (2.2)
D(A, B) = ( A) (2:3)
D(A,A) > (2.4)

[D(A, B)* < D(A, A)D(B, B) (2.5)

A~ D(A, A) is continuous (2.6)

As we shall see, u(A) = D(A, A) is a g-measure for any decoherence func-
tional D. An example of a decoherence functional is

D(A, B) = tr [WE(A)E(B)]

where W is a density operator and F is a positive operator-valued measure
on a complex Hilbert space. In this case, the g-measure u(A) = D(A, A) is
a measure of the interference of A € A with itself for the observable E and
state .

A simpler example of a decoherence functional is D(A, B) = v(A)v(B)
where v is a complex measure on A. In this case v is called an amplitude
and we have the g-measure ;(A) = |v(A)[*. In fact quantum probabilities are
frequently computed by taking the modulus squared of a complex amplitude.
This example illustrates the nonadditivity of u because

HAUB) = (AU B)]* = [1(A) + v(B)?
— j(A) + p(B) + 2 Re [v(A)v(B)|

Hence, (AW B) = p(A) + p(B) if and only if Re [v(A)7(B)] = 0 or equiva-
lently ReD(A, B) = 0.

Theorem 2.1. If D: A x A — C is a decoherence functional, then p(A) =
D(A, A) is a g-measure on A.



Proof. To prove (2.1), let R be the right side of (2.1) and apply (2.2) and
(2.3) to obtain

R=D(AUB,AUB)+D(AuC,AuC))+D(BUC,BUC)

— WA) = u(B) — u(C)
=2[D(A,A)+ D(B,B)+ D(C,C)+Re(D(A,B) + D(A,C) + D(B,C))]

— pu(A) = p(B) — u(C)
=D(A,A)+ D(B,B)+ D(C,C)+2Re[D(A,B)+ D(A,C) + D(B,C)]
=D(AUBUC,AUBUC)=pu(AUBUC)

To prove the first regularity condition, apply (2.2) and (2.3) to obtain
W(AUB) = D(AUB,AUB) = u(A) + u(B) + 2Re D(A, B)

By (2.5) if u(A) =0, then D(A, B) = 0 so that u(A W B) = u(B). To prove
the second regularity condition, applying (2.2)—(2.5) we have

H(AUB) = u(A) #(B) +2Re D(A, B) > u(A) + u(B) — 2| D(A, B)
H(A) + p(B) = 2u(A) Pu(B)'/? = [u(A)'” — u(B)' ]’
)

Hence, p(A U B) = 0 implies that u(A) = pu(B). Finally, continuity of u
follows from (2.6). O

Part (a) of the next theorem gives a characterization of grade-2 additivity
and (b) shows that grade-2 additivity can be extended to more than three
mutually disjoint sets [8, 9, 10]. We denote the complement of a set A by A’
and the symmetric difference of A and B by

AAB = (ANB)U(A'NB)

Theorem 2.2. (a) A map p: A — R is grade-2 additive if and only if p
satisfies

(AU B) = p(A)+pu(B) — (AN B) + u(AAB) — (AN B') —pu(A'N B) (2.7)
(b) If u: A — R" is grade-2 additive, then for any n > 3 we have

(U A; ) Z AU A;) = (0 =2) 3 () (2.8)

1<j=1



Proof. (a) If u is grade-2 additive , we have

w(AUB) =pu[(ANB)YU(A NB)U(AN B)]
= w(AAB) + p(A) + w(B) — p(AN B') — u(A'N B) — p(AN B)

which is (2.7). Conversely, if (2.7) holds, then letting A, = AUC, B, = BUC

we have

p(AUBUC) = p(Ar U By) = p(Ar) + p(Br) — p(Ayr N By) + p(A1ABy)
— (A1 N By) — p(A1 N By)
=puAUC) + (BUC) — pu(C) + n(AUY B) — u(A) — pu(B)

which is grade-2 additivity.
(b) We prove the result by induction on n. The result holds for n = 3.
Assuming the result holds for n > 3 we have

U (0 Ai> =pAU---U(A,.1 UA,)]

n—2
= (AU Aj) + ZM [A; U (A1 UA,)]
=1

3
[\

i<j=1
n—2
- 3) [Z H(A) + 1 (An 1 U A,)
i=1
n—2 n—2 n—2
= ) pAUA) D A UA )+ Y (A UA,)
i<j=1 i=1 i=1
n—2
+(n = 2)u(Ans WA) = > p(Ai) — (n = 2)p(Ans)
i=1
n—2
(n - 2):“’( [Z :U’ n 1Y An)
=1
Z (A UA;) —(n—2) Z,u
1<j=1 i=1
The result follows by induction. n



We now give an example of a g-measure space. We call this the parti-
cle-antiparticle example. Let X = [0,1] and let v be Lebesgue measure
restricted to [0, 1]. For A € B(X) define

(A =v(A)—2v({zeAiz+2ecA})=v(A)—20[AN (A-3)]

For example p(X) = 1/2 and ([0, 3/4]) = 3/4. We think of pairs (z, z+3/4)
for 0 < x < 1/4 as being destructive (or particle-antiparticle)pairs. Thus the
1 measure of A is the Lebesgue measure of A after the destructive pairs of A
annihilate each other. We now show that (X, B(X), i) is a g-measure space.

Theorem 2.3. In the particle-antiparticle example, | is a qg-measure.

Proof. If u(A) = 0, then A = @) or A has the form A = C U (C + 3/4) for
some C' € B(X) with C C [0,1/4]. If B € B(X) with AN B = (), then

wW(AUB) =v(A)+v(B)—2v [AN (A= 3)] —2v [BN (B - 3)] = u(B)
Next suppose (AW B) =0. Then v[(AWUB)N(1/4,3/4)] = 0 and we have

pw(A)=v({reAd:x+3/4eB})+v({r+3/4€ A: v € B})
v({z+3/4€eB:xe A})+v({z e B:x+3/4€ A}) = u(B)

We conclude that p is regular. To prove grade-2 additivity let A, Ag, A3 €
B(X) be mutually disjoint. If z € A, and z + 3/4 € A, r,s =1,2,3 we call
(x,x + 3/4) an rs-pair. We then have

(A1 U Az) + (A U Az) + pu(Az U Ag) — (A1) — p(Az) — p(As)
=v(A) +v(A) —2v ({z: (2,2 +3) is an rs-pair, r,s = 1,2})
+v(A1) +v(As) = 2v ({z: (z,z+2) is an rs-pair, 7, s = 1,3})
+v(As) + v(As) — 2v ({z: (z,z+2) is an rs-pair, 7, s = 2,3})
—v(A) +2v ({z: (2,2 +3)
—v(As) +2v ({z: (z,z+3) is a 22-pair})
—v(As) +2v ({z: (z,z+3) is a 33-pair})
=v(A3 UAy U A;) —2v ({x (x,x + %) is an rs-pair, r, s = 1,2,3})
— 1Ay, WAy U Ay)

is a 11—pair})



Finally, to show that p is continuous, let A; be an increasing sequence in
B(X). Then B; = A; N (A; —3/4) is an increasing sequence in B(X). Hence,

lim pu(A;) = lim v(B;) — 2 lim v(B;) = v(UA;) — 2v(UB;)

1—00 1—00

= p(UA;)
A similar result holds for a decreasing sequence of sets in B(.X). O

We shall study this example further in the next section.

3 Compatibility and the Center

Let (X, A, u) be a g-measure space. We say that A, B € A are y-compatible
and we write AuB if

W(AU B) = u(A) + p(B) — p(AN B)

If AuB, then p acts like a measure on AU B so in some weak sense, A and
B do not interfere with each other. Notice that AuA for every A € A. It
follows from (2.7) that AuB if and only if

u(AAB) = u(AN B') + u(A'N B) (3.1)
The p-center of A is
Z,={Ae€ A: AuB for all B € A}

The elements of Z, are called macroscopic [10].

Lemma 3.1. (a) IfA C B, then AuB. (b) If AuB, then A'uB’. (c) ¢,X €
Z,. (d) IfA€ Z, then A' € Z,.

Proof. (a) If A C B, then
(AU B) = u(B) = p(A) + u(B) — p(AN B)
Hence, AuB. (b) If AuB, then by (3.1) we have
u(A'AB") = n(AAB) = u(AN B') + u(A' N B)
Hence, by (3.1), AuB’. (c) follows from (a) and (d) follows from (b). O

7



A set A € A is p-splitting if u(B) = (BN A) + u(B N A’) for every
Be A

Lemma 3.2. A is p-splitting if and only if A€ Z,.
Proof. Suppose A is u-splitting. Then for any B € A we have

WAUB) = u[(AUB)NA]+ u[(AUB)N A
= u(A) + u(BNA) = p(A) + w(B) — p(An B)

Hence, A € Z,. Conversely, suppose A € Z,,. Then for any B € A we have
pAUB) = p[AU(BNAY)] = u(A) + p(BN A
Thus,
u(B) = n(AUB) — p(A) + W(AN B) = w(BN A) + u(BNA)
so A is p-splitting. m

Theorem 3.3. Z, is a sub o-algebra of A and the restriction p | Z,, of u to
Z, s a measure. Moreover, if A; € Z,, 1 = 1,2,..., are mutually disjoint,
then for every B € A we have

WBNA) =Y n(BnNA)

Proof. By Lemma 3.1, X € Z, and A’ € Z,, whenever A € Z,,. Now suppose
A,Be Z,and C € A. Since A is p-splitting, we have
p[CN(AUB) =pu[(CNA)NAUB) +u[(CNA)YN (AU B))
=pu(CNA)+pu(CNANB)

Since B is p-splitting, we conclude that

u(C) =p(CNA)+pCnA)
=u(CNA) +uCNANB)+u(CnANB)
=u[CN(AUB)]+ u[CN(AUB)

It follows that AU B is p-splitting so by Lemma 3.2, AUB € Z,. Hence, Z,
is a subalgebra of A. Moreover, i | Z, is additive because if A, B € Z,, with
AN B =, since AuB we have that u(AWB) = u(A) + u(B). To show that
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Z, is a o-algebra, let A; € Z,,,i=1,2,..., let S, = U A; and S = UL A,.
Since S,, € Z,, we have for every B € A that p(B) = u(BNS,) +u(BNS)).
Since S, is increasing with US,, = S and S, is decreasing with NS, = S’ we
have by continuity that

w(B) = lim p(BNS,) + lim uw(BNS,)=wu(BNS)+u)BNS)

Hence, S € Z, so Z,, is a o-algebra. To show that x| Z, is a measure, let
A; € Z, be mutually disjoint. We then have

1 <UA> = lim g <UA> = lim > pu(Ag) = 3 p(A)

To prove the last statement of the theorem, let A, € Z,, ¢ = 1,...,n, be
mutually disjoint and let S, = U/_; A;, » < n. We prove by induction on r
that for B € A we have (BN S,) = >, w(BNA;). The case r = 1 is
obvious. Suppose the result holds for r < n. Since S, € Z,, we have

w(BNS,11) =uw(BNSy1NS,)+u(BNS,1 NS
= pu(BNS,) +p(BNA)

r+1
uw(BNA;) +u(BNAL) ZuBﬂA

1

7

By induction, the result holds for » = n so that

n

pll)(BnA)

=1

= u(BNS,) = ZM(B N A)

The last statement follows by continuity. O

We now illustrate these ideas for the particle-antiparticle example of Sec-
tion 2. All the results in the rest of this section apply to the ¢-measure space
(X,B(X), i) of that example. Using the notation A = AN (A — 3/4) we
have that u(A) = v(A) —2v( A) for all A € B(X).

Theorem 3.4. For A, B € B(X), AuB if and only if

v(ANB +3/)NANB]=v[(ANB+3/4)NANB]=0 (3.2)



Proof. We have that AuB if and only if (3.1) holds. But (3.1) is equivalent
to

v(AAB)=v(ANB")+v(ANB) (3.3)
and (3.3) is equivalent to

v[(AAB)N(AAB —3/4)] =v[(ANnB )N (AN B —3/4)]
+v[(ANB)N(A NB-23/4)] (3.4)

The left side of (3.4) becomes

VI(ANBYUA' NB)N((ANB)U (A NB)—3/4)
=v{[(ANB)N(ANB)U(A'NB)—-3/4)]
U[ANB)N((ANB)U(A'NnB)—3/4)]}
=v[(ANB)YU(ANnB)U(A'NnB)-3/4)]
+v[(AANB)N((ANB)U (A NB)—3/4)] (3.5)

But the last expression in (3.5) coincides with the right side of (3.4) if and
only if (3.2) holds. O

Corollary 3.5. For A € B(X), A€ Z, if and only if v(A) +v(A') = 1/4,
Proof. If A € Z,,, then AuA’. By Theorem 3.4 we have
v[(A+3/4)NnA]=v[(A +3/4)nA] =0
Hence,
v(A)=v(A+3/4)=v[(A+3/4)NA] =v(AN][0,1])
Similarly, v( A’) = v (A’ N [0,1/4]) so that
v(A)+v(A)=v([0,7]) =1

Conversely, suppose that v( A) + v( A’) = 1/4. Then for any B € B(X) we
have

w(BNA) +u(BNA)=v(BNA) —2v(BNA)+v(BNA)—2v(BNA)

=v(B) —2v(B) = u(B)

It follows that A € Z,,. O]
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Corollary 3.6. The following statements are equivalent: (a) ApA’, (b) A€

Zu, (¢) 1(A) + p(A) = 1/2.

Proof. That (a) implies (b) follows from Theorem 3.4 and Corollary 3.5. That
(b) implies (c) is trivial and that (c) implies (a) follows from Corollary 3.5.
[

We have seen in Theorem 3.3 that p | Z, is a measure. In fact, in this
example for every B € Z, we have

p(B)=v (BN} 3])

which is clearly a measure.

4 Characterization of Quantum Measures

If (X,.A) is a measurable space, we can form the Cartesian product measur-
able space (X x X, A x A) in the usual way [1, 6]. In this case, A x A is the
o-algebra generated by the product sets Ax B. We say that a signed measure
Aon Ax Ais symmetric if A\(Ax B) = A(Bx A) for all A, B € A. The next
lemma shows that a symmetric signed measure A on A x A is determined by
its values A(A x A) for A € A.

Lemma 4.1. If X is a symmetric signed measure on A x A, then for every
A, B € A we have

MAx B)=1{A[(AUB) x (AUB)]+ A[(ANB) x (AN B)]
“A[(ANB) x (AN B")] = A[(A'n B) x (A'n B)]}
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Proof. For A, B € A we have

M(AUB) x (AU B)]
=AMAXA)+2X\(A X B)+ A(B x B) =2\ [A x (AN B)]
—2)\[(ANB) x (AN B)]|—2X[(ANB) x B
+4N[(ANB) x (ANB)]—A[(ANB) x (AN B)]
=AMAXA)+2X\(AXx B)+ A(B x B) =2\ [A x (AN B)]
—2X\[Bx (ANB)|+A[(ANB) x (AN B)]
=AMA X A)+ ANB x B)+2\A x B)
—2\[(AUB) x (AN B)]
-2\ [(ANB)x (ANB)|+ A[(ANB) x (AN B)]
=AMA X A)+ ANB x B)+2\A x B) —2\[(AAB) x (AN B)]
—3M[(ANB) x (AN B)]
=AMAXA)+ X\B x B)+2\Ax B)=2\[(ANB') x (AN B)]
=2\ [(ANB)x (ANB)]=3\[(ANB) x (AN B)]

Now if C'N D = () we have

A(CUD)x (CUD)] =XC xC)+2XC x D)+ XD x D)
Hence,

2MC' x D)= A[(CUD)x (CUD)]—\C x C)— XD x D)
We conclude that

M(AUB) x (AUB)] = MA x A) + A(B x B) + 2\(A x B) — \(A x A)
+A[(ANB)x (ANB")]+ 2 [(ANB) x (AN B)]
—AMBx B)+A[(ANB)x(A'NB)]
—3M[(ANB) x (AN B)]
=2MAXx B)+A[(ANB) x (AN B")]
+A[(A'NB)x (ANB)—X(ANB) x (AN B)]

This gives the result. O]

We now characterize g-measures in terms of signed product measures. We
say that a signed measure A on A x A is diagonally positive if A\(Ax A) > 0
for all A € A.
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Theorem 4.2. A set function p: A — RT is a grade-2 measure if and only
if there exists a diagonally positive symmetric signed measure X on A x A
such that u(A) = AN(A x A) for all A € A. Moreover, \ is unique.

Proof. Uniqueness follows from Lemma 4.1. Let A be a diagonally positive
symmetric signed measure on A x A and define pu: A — RT by p(A) =
AMA x A). To show that p is grade-2 additive, letting A, B,C' € A be

mutually disjoint we have

p(AUBUC)=A[(AUBUC) x (AuBU(C)]
=ANAXAUAXBUAXCUBXAUBXBUBxC
UCxAUCXx BUC xC
=AMAX A)+ ANB x B)+ \C x ()
+2[MA x B) + MA x C) + \(B x C)]
=AMAUBXAUB)+ AMAUC x AU(C)
+AMBUC xBUC)—ANAxA)—ANBxB)—=\CxQC)
= p(AUB) + p(AUC) + p(BUC) — p(A) — u(B) — pu(C)

Since the continuity of u follows from the continuity of A, we conclude that
1 is a grade-2 measure. Conversely, let p be a grade-2 measure on A and for
A, B € A define

MAx B) =1 [u(AUB) + (AN B) — u(AN B') — w(A' N B)]

Note that A(A x B) = A(B x A) and that A(A x A) = u(A) > 0. Let Ag be
the algebra of finite disjoint unions of measurable rectangles in A x A. We

now show that A\ can be extended to a countably additive set function on Ay.
First suppose that A x B = (A x By) U (A x Bs) for disjoint By, By, € A. We
then have

AMA x B) = A[A x (B, U B,)|
=3 {u[(AUB) U(AUB,)| + p[(AN B1) U (AN By)]
—p(AN BN By) — p[(A'N B U(A N By} (4.1)
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By (2.7) we have

pl(AUBy) U (AU By)]
=u[(AUB)A(AUBy)] — n[AUB;) N (AU By)
—p[(AUB) N (AU By)| + u(AU By) + u(AU By)
— (AU B;) N (AU By)]
= p[(A"'NB1) U(A'NBy)] — p(A'N By) — w(A' N By)
+ 1(AU By) 4+ u(AU By) — pu(A) (4.2)
Since p is grade-2 additive, we have
p(A) = p[(ANB1) U (AN By) U(AN B N By)]
=u([((ANB)UANBy)| +p[(ANB) U (AN BN By)]
+p[(ANBa) U(AN BN By — u(AN By) — p(AN By)
— u(AN By N By)
= p[(ANB) U(AN By)] + (AN By) + n(AN By) — p(AN By)
— (AN By) — u(AN By N BY)
Substituting p(A) into (4.2) gives

WI(AUB) U (AU By)]
= p[(A"'NB1) U (AN By)] — (AN By) — (A" N By)
+ (AU By) + (AU By) — u[(AN By) U (AN BY)]
— (AN By) — p(AN BY) + (AN By) + (AN By)
+ (AN By N B))
Substituting this last expression into (4.1) gives

MA X B) = 3 [u(AU By) + (AU Bs) + (AN By) + p(AN By)
—u(AN BY) — p(AN By) — p(A'N By) — p(A'N By)]
= ANA X By) + A(A x By) (4.3)
Next suppose that A x B = U, (A x B;) where B;NB; =0, i # j. We prove
by induction on n that A(Ax B) = Y_" | A(Ax B;). By (4.3) the result holds

for n = 2. Suppose the result holds for n. From the n = 2 case we have for
Ax B =" (Ax B;) that

AMAXB)= A (A X OB) + AM(A X Bpy1)
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By the induction hypothesis we concluded that

n+1
AMA X B) = Z)\AXB)JF)\AXBHH Z/\AXB

=1

This concludes the induction proof. In a similar way we conclude that if A x
B =" (A; x B) where A;NA; =0,i+# j, then \(AxB) =>""" | A\(4; x B).
By a standard measure-theoretic technique [1, 2, 6], it follows that if Ax B =
WU, (A; x B;), then A(Ax B) =Y AN(A; x B;). For C =" (4; x B;) € A
we define A(C') = > | AM(A; x B;). Our previous work shows that A is well-
defined on Ay. Now suppose that A x B = U2, (A x B;). By the continuity
of p we have

O A X B;

i=1

w(09)
i=1
AN <ﬁ B{)
— lim 4 U (A'n B))
i=1

=uw(AUB) +u(ANB) — n(AN B) — u(A' N B)
=2\(A x B)

22A(Ax3i):27}LIEOZA<AxB =2 lim A
i=1 =1

:21im/\(A><UB,-) = lim pu
i=1
+ lim p |AN (ﬂBz)
i i=1

n

— lim p

n—0o0

Similarly, if A x B = U2,(4; x B), then A\(A x B) = >>° ANA; x B).
Again, by a standard argument it follows that if Ax B = U2, (A; x B;), then
MA x B) =37 AMA; x B;). We conclude that A is countably additive on

A. By the Hahn extension theorem [1, 2, 6], A extends to a signed measure

on A x A. 0

Corollary 4.3. The set function p in Theorem 4.2 is a q-measure if and
only if X satisfies the following two conditions: (a) If A(A x A) = 0, then
AMAXB) =0 forall B€ A with ANB =10, (b) If\[(AUB) x (AUB)] =0
then

AMA X B)=—-\NAx A)=—-\B x B)
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Proof. Suppose p is a g-measure and hence, pu is regular. If A\(A x A) =0,
then p(A) = 0. Hence, (AW B) = u(B) for all B € A with AN B = (. We
then have that

MA X B) = § (AU B) +u(AN B) = p(AN B') — p(A' N B)]
=5 [uB) —p(B)] =0
Thus, (a) holds. If A[(AWUB) x (AUB)] = 0, then u(A WY B) = 0 so that
u(A) = pu(B). Hence,
0=wu(AUB)=\[(AUB) x (AU B)]

= ANAx A)+2\(A x B)+ A(B x B)

=2u(A) + 2X(A x B)
It follows that

MAX B)=—u(A)=—-AAx A)=—-\(B x B)
and

(b) hold. If j(A) = 0, then
= (0 whenever B € A with

so that (b) holds. Conversely, suppose (a)
AMA x A) = 0 so by (a) we have A\(A x B)
AN B = (. Hence,
p(AUB) = ANAx A) 4+ 2\(A x B) + A(B x B) = A\(B x B) = u(B)
If u(AwB) =0, then by (b)
p(A) = AMA x A) = A(B x B) = u(B)

Therefore, u is regular so u is a g-measure. O]

5 Super-Quantum Measures

We say that a set function p: A — R* is grade-n additive on the o-algebra
A if p satisfies
n+1
pALU - UA ) = ) p(A, U U4
11 <-<ip=1
n+1
- Z /’L(All L:J...L:J147;7L71)
i< <=1
n+1

e (21 Y Ay (1)
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A continuous grade-n additive set function is a grade-n measure. Grade-n
measures for n > 3 correspond to super-quantum measures and these may
describe theories that are more general than quantum mechanics. It can be
shown by induction that a grade-n measure is a grade-(n+ 1) measure [8, 10].
Thus, we have a hierarchy of measure grades with each grade contained in all
higher grades. Instead of giving the induction proof we will just check that
any grade-2 measure p is also a grade-3 measure. Indeed, by (2.8) we have

4 4 4

S AUAUA) = DT (A UA) + > p(A)
i<j<k=1 i<j=1 =1
4 4 4
=2 ) (A UA) -3 pu(A 42 (A WA+ (A
i<j=1 i=1 i<j=1 i=1

4

Z (AiWA) =2 u(A) = p(A WA U A3 U Ay)

=1

The next result gives a general method of generating grade-n measures. We
denote the Cartesian product of a set A with itself n times by A" and we
denote the o-algebra A4 x A x --- x A (n factors) by A". A signed measure
A on A" is symmetric if

AMA; X Ay x -+ X A,) =XNBy X By X -+ X By)

where the B; form a permutation of the A;. Moreover, )\ is diagonally
positive if A(A") >0 for all A € A.

Theorem 5.1. If )\ is a diagonally positive symmetric signed measure on
A", then u(A) = M(A™) is a grade-n measure on A.

Proof. For fixed C' € A, notice that A\c(B) = A(B x C) is a symmetric
signed measure on A"~!. We shall prove the theorem by induction on n.
By Theorem 4.2 the result holds for n = 2. Suppose the result holds for
n— 1> 1. Let A be a diagonally positive symmetric signed measure on A"
and define pu(A) = A(A"). For C € A define uc(A) = A\c(A"1). By the
induction hypothesis o satisfies (n — 1)-additivity and hence, uc satisfies
n-additivity. (Notice that A¢ need not be diagonally positive and uc need
not be nonnegative, but these are not important for this intermediate step.)
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Let Aj,...A, 1 be mutually disjoint elements of A and let C' = W/l A,

Then
n+1 n+1 n n+1 n—1 n+1
=1 =1 i=1 =1
n+1
= Z MC(Az‘lu"’UAin)
11 < <ip=1
n+1 n+1
— D e (AU UALL )+ (DY pe(4))
i1 < <ip_1=1 j=1

Now we have

n+1 n+1
. i=1 i=1
= (A7) + Y AAT x Ay
%
Also,

n+1

pe(Ar UA) = Ao [(A,WA) ] =X (A WA)" ™ x ) A
=1

= (A, UA,) + HZH A (A, WA x A
Similarly,
n+1
po(A WA UA) = (A, WA UA) + ) A[(A WA, WA x A
i#r,s,t

Continuing this process, we obtain cancellation of the terms not involving .
Hence, p satisfies (5.1) so u is grade-n additive. This completes the induction
proof. O
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We conjecture that the converse of Theorem 5.1 holds. That is, if u is
a grade-n measure on A then there exists a diagonally positive symmetric
signed measure A on A" such that p(A) = A(A") for all A € A. This would
generalize Theorem 4.2 to higher grade measures.

6 Particle Masses

This section is of a speculative nature. The idea is that g-measures can be
employed to compute and predict elementary particle masses. These mass
predictions are only approximate because presumably they account for the
strong nuclear force and neglect weak and electromagnetic forces. Moreover,
they only pertain to two-body interactions and neglect three-body and higher
order interactions. Nevertheless, our preliminary computations are within
about 3% of experimental values.

Following the standard model, the baryons (mesons and hadrons) are
composed of constituent parts, namely quarks and gluons. A meson consists
of a quark, antiquark and gluons while a hadron consists of three quarks
and gluons. One of the problems is that we do not know (at least, I do
not know) how many gluons are involved and we shall only make guesses
about these numbers. Our base space will be a finite set X = {z1...,2,}
of particle constituents. Fach x; will represent a quark or a gluon. For
simplicity we shall not distinguish between quarks and antiquarks and will
not be concerned with gluon colors. Also, we shall only consider up, down
and strange quarks. In this first approximation, we shall not distinguish
between an up and down quark and denote such quarks by q. We denote
a strange quark by ¢s and a gluon by g. We also assume the existence of
virtual gluons ¢’ that are massless and only interact with gluons. Thus, each
of the constituents x; are either ¢, qs, g or ¢'.

Let p be a g-measure on the power set P(X) of X that measures masses of
subsets of X. For example, 1 ({q, g}) gives the mass of the pair of constituents
(q,9). For simplicity, we write p(z;) = p ({x;}) for a singleton set {z;}. By
Theorem 2.2 (b), u is completely determined by the values on singleton and
doubleton sets. For example,

p({z1, w2, 23}) = p({x1, 29}) + p ({71, 23}) + 1 ({72, 23})
— p(1) — p(w2) — p(ws)

so once the masses on the right are known the mass on the left is determined.
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Assuming that p(g’) =0 and p({g,9'}) = 1 ({g,g}) we have nine unknown
masses to determine. These are p(q), 1(gs), 1£(g) and the six pairs p ({z,y}),
T,y = q,qs,9. (We assume that u({z,¢'}) = 0, z = ¢, ¢s, because ¢’ does
not interact with ¢ or ¢s.) Once we have found these nine unknowns we can
compute the masses of all the sets in P(X).

Mainly by examining the known masses of mesons the author has esti-
mated these nine unknowns. Using these estimates and Theorem 2.2 (b) the
masses of 14 baryons have been calculated. The mass estimates in MeV's are
the following:

p(g) = 97, pu(q) = 121, u(gs) = 646, 1 ({q, q}) = 156, 11 ({9, g}) = 187
1 ({g, 9}) = 256, 1 ({gs, 9}) = 493, 1 ({gs, ¢}) = 1297, 11 ({gs, 45 }) = 2550

We propose the following constituents for the mesons 7, «, 7', 1, p, fo and
k* where n — g designates n gluons:

m=1{¢04,9,.9'} .5 =1{4,459.9} .7 = {45,959, 9} ;0 ={4,4,3 — g}
p = {q7Q75_g}7f0 = {qcha?_g})K’* = {QaQSa3_g}
Notice that we are postulating that mesons contain an odd number of gluons.

We next propose the following constituents for the hadrons N, A, ¥, ¥* A
= and §2:

N = {Q7Q7Q76_g}7A: {Q7q7qsu6_g}72 = {Q7Q7QS75_9}
¥ ={4,4,44-9} A=1{904,49- 9}, Z=1{4,45, 4,6 — g}
Q - {QSaqS7QS76 - g}
We now compute these baryon masses M (B) using Theorem 2.2 (b). The

first number is the calculated mass in MeVs and the second number in
parenthesis is the experimental value.
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1({a, q}) + 21 ({g,9}) + 1 ({9, 9}) — 4ulq) — 2u(g) = 138 (140)
p({gs,a}) + 1 ({gs, 93) + (g 93) + 1 ({9: 93)
—2p(gqs) — 2p(q) — 2p(g) = 486 (494)
M(n') = p({gs, as}) + 20 ({gs, 93) + ({9, 9}) — 4ulgs) — 2p(g)
= 946 (958

M ()
M (k)

)
M(n) =g q}) +61({q,9}) + 31 ({g,9}) — 61(q) — 9u(g) = 539 (542)
M(p) = 1 ({g,q}) + 101 ({g, 9}) + 10p ({g, 9}) — 10u(q) — 25u(g)
= 764 (770)
M(fo) = 1n({g,q}) + 14 ({q,9}) + 211 ({9, 9}) — 14u(q) — 49u(g)

= 965 (975)
M (") = p({gs, a}) + 30 ({gs, 93) + 30 ({a, 9}) + 3 ({9, 9})
— 3u(gs) — 3plq) — Iulg) = 876 (892)
M(N) = p({g,q}) + 18u({g: 9}) + 151 ({9, 9}) — 21u(q) — 42u(9)
= 927 (940)
M(A) = p({g.q}) + 20 ({45, a3) + 61 ({gs, 9}) + 120 ({g, 9}) + 151 ({9, 9})
— Tp(gs) — 14pu(q) — 42p(g) = 1076 (1116)
M%) = pn({g,q}) + 21 ({gs; q}) + 51 ({gs, g}) + 10u ({g, 9}) + 101 ({g, 9})
— 6p(gs) — 12p(q) — 30u(g) = 1222 (1189)
M) =p({g,q}) + 21 ({gs, a}) + 4 ({gs, 9}) + 81 ({g,9}) + 61 ({9, 9})
— 5p(gs) — 10p(q) — 20p(g) = 1362 (1383)
M(A) =3u({q,q}) +27u ({g, 9}) + 361 ({9, g}) — 30u(g) — 90pu(g)
= 1257 (1234)
M(Z) = 1 ({gs; ¢s}) + 21 ({5, a3) + 1210 ({5, 9}) + 61 ({4, 9})
+ 150 ({g, 9}) — 14u(qs) — Tulq) — 42u(g) = 1337 (1321)
M(S2) = 3p ({gs, as}) + 181 ({4, 9}) + 151 ({9, g}) — 21p(gs) — 42u(g)
= 1710 (1672)
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